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Neural networks are successful in various tasks but are also susceptible to adversarial examples. An adversarial example is generated by adding a small perturbation to a correctly-classified input with the goal of causing a network classifier to misclassify. In one pixel attacks, an attacker aims to fool an image classifier by modifying a single pixel. This setting is challenging for two reasons: the perturbation region is very small and the perturbation is not differentiable. To cope, one pixel attacks iteratively generate candidate adversarial examples and submit them to the network until finding a successful candidate. However, existing works require a very large number of queries, which is infeasible in many practical settings, where the attacker is limited to a few thousand queries to the network. We propose a novel approach for computing one pixel attacks. The key idea is to leverage program synthesis and identify an expressive program sketch that enables to compute adversarial examples using significantly fewer queries. We introduce OPPSLA, a synthesizer that, given a classifier and a training set, instantiates the sketch with customized conditions over the input’s pixels and the classifier’s output. OPPSLA employs a stochastic search, inspired by the Metropolis-Hastings algorithm, that synthesizes typed expressions enabling minimization of the number of queries to the classifier. We further show how to extend OPPSLA to compute few pixel attacks minimizing the number of perturbed pixels. We evaluate OPPSLA on several deep networks for CIFAR-10 and ImageNet. We show that OPPSLA obtains a state-of-the-art success rate, often with an order of magnitude fewer queries than existing attacks. We further show that OPPSLA’s programs are transferable to other classifiers, unlike existing one pixel attacks, which run from scratch on every classifier and input.
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1 INTRODUCTION

Over the past decade, many works have demonstrated that deep neural networks (DNNs) are susceptible to adversarial example attacks. Most adversarial attacks focus on image classifiers, e.g., Goodfellow et al. [2015]; Kurakin et al. [2017]; Madry et al. [2018]; Szegedy et al. [2014]; Yuan et al. [2019]. In this setting, an adversarial attack adds a small perturbation to a correctly-classified image with the goal of causing the network to misclassify. Su et al. [2017] consider an extremely limited setting where the attacker is allowed to change a single pixel and propose an attack, called a one pixel attack. Since then, several works have proposed one pixel attacks as well as few pixel attacks [Alatalo et al. 2022; Croce et al. 2022; Croce and Hein 2019; Nguyen-Son et al. 2021; Quan et al. 2021]. These kinds of attacks are highly challenging because the perturbation region is extremely small and the perturbation is not differentiable. To cope, one and few pixel attacks iteratively...
generate candidate adversarial examples and submit them to the network, until finding a successful candidate. However, existing approaches require a very high number of queries, making their attacks very expensive, or even infeasible, in a real-world setting where the network limits the number of queries. For example, many online classifiers allow the user to pose a limited number of queries for free per month, after which users can pay for more queries: Amazon Rekognition\(^1\) and Microsoft Azure Computer Vision API\(^2\) allow 5000 queries for free, while Clarifai moderation-recognition API\(^3\) and Google Cloud Vision API\(^4\) allow 1000 queries for free.

To make few pixel attacks more practical, Croce et al. [2022] propose the Sparse-RS attack, relying on random search, where the attacker is limited in the number of queries posed to the network. For one pixel attacks, Sparse-RS generates candidate adversarial examples by randomly picking a pixel to perturb and a perturbation. Sparse-RS obtains a state-of-the-art success rate (where the success rate is the percentage of perturbed images that the network misclassifies out of all perturbed images) with a few thousand queries. However, in practical settings, this number is still high. To illustrate, our experiments show that Sparse-RS obtains at best a success rate of 51% with 1000 queries (Section 6). Namely, given a 5000 query limit (as in Amazon Rekognition and Microsoft Azure Computer Vision API), Sparse-RS can generate about three adversarial examples for free per month, and given a 1000 query limit (as in Clarifai moderation-recognition API and Google Cloud Vision API), it can generate about one adversarial example for free per month. This raises the question: Can we compute one pixel attacks with a few hundred queries?

In this work, we draw inspiration from program synthesis and propose to compute one pixel adversarial programs. Given an image classifier and a training set of images, our goal is to synthesize a program that, given a classifier and an image to attack, generates an adversarial example by dynamically identifying the most prominent pixel locations and perturbations for the attack. Like prior one pixel attacks, an adversarial program generates candidate adversarial examples and submits them to the network. Unlike prior one pixel attacks, the large number of queries is only required for the synthesis process. Afterwards, the synthesized program dynamically identifies the prominent candidate adversarial examples, based on the learned conditions and the network’s output for the submitted candidates. Conceptually, the synthesized program provides a query-efficient counterexample-guided attack. Our adversarial programs are more practical than Sparse-RS: the attacker only needs to invest an initial fee for the synthesis, and then she can run the attack on new inputs with an order of magnitude fewer queries.

As in any program synthesis task, computing adversarial programs introduces two main challenges: (1) identifying a small yet expressive domain-specific language (DSL) for the programs, and (2) designing an efficient search algorithm to find a program in this DSL meeting the requirements. Additionally, computing adversarial programs introduces unique challenges: (3) the program does not only depend on the given input (i.e., the classifier and the image to attack), but also on intermediate results (i.e., the candidate adversarial examples) and (4) candidate examples do not adhere to a strict partial order, thus an unsuccessful candidate does not enable to safely prune other candidates.

To cope with the above challenges, we propose a program sketch [Solar-Lezama 2009] expressing prioritizing programs. Given a classifier and an image, a prioritizing program enumerates all possible candidate adversarial examples until finding a successful adversarial example. That is, given an unlimited number of queries, it is guaranteed to find a successful candidate, if exists. The goal of a prioritizing program is to dynamically prioritize the candidates, in order to find a successful adversarial example with a minimal number of queries. The dynamic prioritization is determined

\(^1\)https://aws.amazon.com/rekognition/pricing/?nc=sn&loc=4
\(^3\)https://www.clarifai.com/pricing
\(^4\)https://cloud.google.com/vision/pricing
by the synthesized conditions. The condition language is defined over pixel locations, pixel values, and the network’s output for the submitted candidates. For example, the conditions can prioritize pixels at the center of the image (i.e., pixels whose $L_{\infty}$ distance from the center of the image is less than a given number) or dark pixels (i.e., pixels whose RGB average value is lower than a given number). The conditions can also decrease the priority of pixels. For example, a condition may lower the prioritization of pixels that are relatively bright (i.e., pixels whose minimal RGB value is greater than a given number). Prioritizing programs explicitly maintain the ordering over all location-perturbation pairs. Thus, they focus on a finite set of possible location-perturbation pairs.

Croce and Hein [2019] and Croce et al. [2022] identify that most one and few pixel adversarial examples use perturbations defined by one of the eight corners of the RGB color cube. Thus, our adversarial programs consider for the location-perturbation pairs the set of pairs consisting of any pixel location and any perturbation defined by one of the corners of the RGB color cube.

To instantiate a sketch with customized conditions, we propose OPPSLA, a synthesizer for One Pixel Program Sketch for adversarial Attacks. OPPSLA synthesizes the conditions given a classifier and a training set. Its main challenge is that the condition language consists of boolean constraints (e.g., $\leq$) as well as real-valued variables and constants. Namely, the condition language is both infinite and inapplicable for standard numerical optimization. Although there are search procedures that can search in such spaces, these are oblivious to the structure of the program and thus may generate conditions that are not grammatically correct. Another challenge is that identifying whether a condition is successful is not trivial. In program synthesis, it is common to prefer conditions that match most input examples. However, this approach may result in a large number of queries for input examples that do not match the conditions. To cope with the challenges, OPPSLA employs a stochastic search inspired by Metropolis-Hastings [Chib and Greenberg 1995]. Our search produces grammatically correct programs (similarly to Schkufza et al. [2013]), minimizing the number of queries. Technically, OPPSLA represents an adversarial program (i.e., an instantiated sketch) by an abstract syntax tree over the conditions. Namely, every node corresponds to a typed component. OPPSLA begins with a random program, determined by a random tree. Given a program, it randomly picks a node in the tree and mutates its subtree by replacing each node with an element of the same type. Thereby, OPPSLA constructs only trees corresponding to well-typed programs. Given a mutated program, OPPSLA evaluates it based on a score function. The higher the score of the mutated program, the higher the probability that OPPSLA replaces the current program with the mutated one and continues the optimization from it. Unlike prior works [Gulwani et al. 2017; Schkufza et al. 2013], OPPSLA cannot rely on a score function based on the number of inputs obtaining the desired output, because all prioritization programs have the same success rate. Instead, its score function is based on the average number of queries required for generating successful adversarial examples. Thereby, OPPSLA prefers programs minimizing the number of queries.

We present two extensions of OPPSLA. First, we extend it to compute few pixel attacks perturbing up to $k$ pixels (for $k > 1$), minimizing the number of perturbed pixels. The idea is to execute an adversarial program and, if no successful adversarial example is found, leverage the dynamic prioritization over the location-perturbation pairs to narrow the search space to a small set of the most prominent location-perturbation pairs. Then, as proposed by Croce and Hein [2019], OPPSLA assigns a score for every pair and performs a weighted sampling, for every $k' \in \{2, \ldots, k\}$, until finding a successful adversarial example. The second extension allows the perturbations to have a finer granularity than the eight corners of the RGB color cube. That is, instead of only considering for every color channel the values 0 and 1, OPPSLA considers intermediate values, in order to expand the space of adversarial examples. The main challenge is that the number of possible perturbations grows exponentially with the number of splits to the interval $[0, 1]$. To
mitigate it, we adapt the sketch by planting a flag in the ordering. When OPPSLA reaches the flag, it considers perturbations of a finer granularity only to the most prominent pixel locations.

We evaluate OPPSLA on several CIFAR-10 and ImageNet networks, consisting of millions of parameters. We show that OPPSLA obtains a state-of-the-art success rate compared to existing one pixel attacks. Further, it requires significantly fewer queries than Sparse-RS, the current state-of-the-art attack that minimizes the number of queries. For example, on our CIFAR-10 classifiers, given 100 queries, OPPSLA obtains a success rate of 43%, while Sparse-RS obtains only 27%. To understand the effectiveness of our conditions, we compare to the constant program that has no conditions and relies on the initial prioritization. Note that this program and OPPSLA’s programs have the same success rate. We show that OPPSLA’s programs require 3x fewer queries than the constant program.

We further study the transferability of adversarial programs. An adversarial program is transferable if, when executed on a network different from the one used during the synthesis process, the program requires a similar number of queries to generate successful adversarial examples. We show that, when transferring an adversarial program to another network, the number of queries increases by 46% compared to the number of queries required for its original network. Namely, the number of queries is still an order of magnitude lower than the number of queries of existing one pixel attacks. This makes our adversarial programs practical, because attackers need not synthesize a unique adversarial program for every network. We further show that the number of queries posed to the classifier during the synthesis is relatively low and that OPPSLA can be integrated in an adversarial training to increase the robustness of classifiers to its attack. Lastly, we evaluate OPPSLA for few pixel attacks allowing up to $k \in \{2, \ldots, 20\}$ perturbed pixels. We compare to CornerSearch [Croce and Hein 2019], the state-of-the-art for computing few pixel attacks minimizing the number of perturbed pixels. We show that OPPSLA requires 4.7x fewer queries.

To conclude, our main contributions are:

- A space of programs for computing one pixel attacks. The program space is defined by a sketch, guaranteeing to find an adversarial example, if exists. The missing parts of the sketch are conditions, whose language consists of constraints over pixel locations, pixel values, and the network’s output for the submitted candidates.
- OPPSLA, a program synthesizer that employs a stochastic search, inspired by the Metropolis-Hastings algorithm, that instantiates the sketch with grammatically correct conditions, such that the corresponding program minimizes the number of queries to the network.
- Two extensions of OPPSLA: (1) a few pixel attack minimizing the number of perturbed pixels, and (2) a one pixel attack considering finer granularity perturbations.
- An extensive evaluation over several CIFAR-10 and ImageNet networks. The results show that OPPSLA obtains a state-of-the-art success rate for one pixel attacks with an order of magnitude fewer queries. Results also show that adversarial programs are transferable to other networks and that OPPSLA requires 4.7x fewer queries to compute few pixel attacks.

2 PROBLEM DEFINITION

In this section, we define our problem. We begin with a background on neural network classifiers and $L_0$ adversarial attacks. We then formally define our problem and discuss existing approaches.

**Neural network classifiers.** We focus on classifiers for colored two-dimensional images, although our approach can be easily adapted to gray-scaled images. A colored image is a $d_1 \times d_2$ matrix of pixels, where a pixel is an RGB triple in $[0, 1]^3$. Given a set of classes $C = \{1, \ldots, c\}$, a classifier is a function mapping an image to a score vector over the possible classes $N : [0, 1]^{d_1 \times d_2 \times 3} \rightarrow \mathbb{R}^c$. We focus on classifiers implemented by a neural network. A network consists of layers, where the first layer is the input layer, taking an image and passing it to the next layer, and the last
Adversarial example attacks. Over the past decade, adversarial example attacks for image classifiers have gained a lot of attention [Carlini and Wagner 2017; Goodfellow et al. 2015; Kurakin et al. 2017; Madry et al. 2018; Szegedy et al. 2014; Tabacof and Valle 2016; Yuan et al. 2019]. An adversarial attack adds a small perturbation to a correctly-classified input with the goal of causing the network to misclassify. Commonly, the attack model limits the allowed perturbation size with respect to some norm, e.g., $\ell_\infty$, $\ell_2$, $L_1$ or $L_0$. Formally, given an image classifier $N$, an input image $x \in [0, 1]^{d_1 \times d_2 \times 3}$ correctly-classified as class $c_x$, and a bound on the perturbation size $\epsilon$ along with a $p$-norm, the goal of an adversarial attack is to compute $\delta \in [-1, 1]^{d_1 \times d_2 \times 3}$ satisfying three requirements: (1) $||\delta||_p \leq \epsilon$, (2) $x + \delta \in [0, 1]^{d_1 \times d_2 \times 3}$ and (3) the classification of $x + \delta$ is not $c_x$, that is: $\argmax(N(x + \delta)) \neq c_x$. Such attack is called an untargeted attack, and it is the kind of attacks we focus on in this paper. We note that a targeted attack is defined similarly only that there is an additional input, the target class $c_t \neq c_x$, and the goal is to compute $\delta$ such that $\argmax(N(x + \delta)) = c_t$. We say an adversarial example is successful if it is defined by $\delta \in [-1, 1]^{d_1 \times d_2 \times 3}$ satisfying all three requirements; otherwise, we say the adversarial example is unsuccessful. Existing adversarial attacks can be categorized as white-box attacks or black-box attacks. In a white-box attack, the attacker has a full access to the attacked network, including its architecture and parameters [Carlini and Wagner 2017; Goodfellow et al. 2015; Moosavi-Dezfooli et al. 2016; Szegedy et al. 2014]. In a black-box attack, which is often more realistic, the attacker only submits inputs to the classifier to get their output [Croce et al. 2022; Ilyas et al. 2018; Meunier et al. 2019; Papernot et al. 2016; Qiu et al. 2021].

One pixel and few pixel attacks. In this work, we focus on one pixel and few pixel attacks, which are extreme settings of $L_0$ attacks, i.e., the norm measuring the size of the perturbation $\delta$ is $p = 0$. The $L_0$ norm of a vector $\delta$ is its number of non-zero entries. In other words, since $\delta$ is the difference between an image $x$ and a perturbed image $x + \delta$, its $L_0$ norm is equal to the number of different pixels: $||x + \delta - x||_0 = \{(i, j) \in [d_1] \times [d_2] \mid (x + \delta)_{i,j} \neq x_{i,j}\}$, where $[d] = \{1, \ldots, d\}$. Because the difference is a discrete value, we denote the limit on the perturbation’s size by $k$: $||\delta||_0 \leq k$. In one pixel attacks, the attacker is allowed to perturb a single pixel, i.e., $k = 1$. Formally, given a classifier $N$, an image $x \in [0, 1]^{d_1 \times d_2 \times 3}$ correctly-classified as class $c_x$, the goal of a one pixel attack is to compute $\delta \in [-1, 1]^{d_1 \times d_2 \times 3}$ such that $||\delta||_0 = 1, x + \delta \in [0, 1]^{d_1 \times d_2 \times 3}$ and $\argmax(N(x + \delta)) \neq c_x$. Note that the attacker is allowed to arbitrarily perturb the chosen pixel, in particular she can perturb every RGB channel (in its valid range $[0, 1]$). In few pixel attacks, the attacker is allowed to perturb up to $k$ pixels, where $k$ is a very small number. We focus on a restrictive setting where the attacker computes an attack minimizing the number of perturbed pixels. Formally, given a classifier $N$, an image $x \in [0, 1]^{d_1 \times d_2 \times 3}$ correctly-classified as class $c_x$, and a bound $k$, the goal of a few pixel attack is to compute $\delta \in [-1, 1]^{d_1 \times d_2 \times 3}$, such that $||\delta||_0 \leq k, x + \delta \in [0, 1]^{d_1 \times d_2 \times 3}$ and $\argmax(N(x + \delta)) \neq c_x$, and the number of perturbed pixels is minimal.

Problem definition. We address the problems of computing one and few pixel attacks, in a black-box setting, with a minimal number of queries. To define the problems, we introduce a notation. We denote by $Q(A, N, x, k)$ the number of queries posed by attack $A$ to classifier $N$ when computing an adversarial example for input $x$, with at most $k$ perturbed pixels. We begin with defining the problem of minimal-query minimal-perturbation attacks.
Definition 2.1 (Minimal-Query Minimal-Perturbation Attacks). Given a classifier $N$, providing a black-box access, an image $x \in [0, 1]^{d_1 \times d_2 \times 3}$ correctly-classified as class $c_x$, and a bound $k$ on the number of perturbed pixels, a minimal-query minimal-perturbation attack computes a perturbation $\delta \in [-1, 1]^{d_1 \times d_2 \times 3}$ such that $x + \delta \in [0, 1]^{d_1 \times d_2 \times 3}$ and:

1. $||\delta||_0 \leq k$,
2. $\text{argmax}(N(x+\delta)) \neq c_x$,
3. $||\delta||_0$ is minimal among all attacks satisfying (1) and (2), and
4. the number of queries $Q(A, N, x, k)$ posed by $A$ to $N$ for computing $\delta$ is minimal among all attacks computing perturbations satisfying (1), (2), and (3).

In this work, we call a minimal-query minimal-perturbation attack a few pixel attack (for short), and if $k = 1$, we call it a one pixel attack. Note that for one pixel attacks, requirement (3) trivially holds since at least one pixel has to be perturbed.

Existing approaches. To the best of our knowledge, there is no work proposing minimal-query minimal-perturbation attacks. However, there are many works that address closely-related problems. Several works compute one and few pixel attacks in a black-box setting [Alatalo et al. 2022; Croce et al. 2022; Croce and Hein 2019; Narodytska and Kasiviswanathan 2017; Nguyen-Son et al. 2021; Quan et al. 2021; Schott et al. 2019]. Among them, only Sparse-RS [Croce et al. 2022] aims to minimize the number of queries posed to the network, and Croce and Hein [2019]; Narodytska and Kasiviswanathan [2017]; Schott et al. [2019] aim to minimize the number of perturbed pixels in few pixel attacks. For other norms, there are several works that propose adversarial example attacks, in a black-box setting, aiming to minimize the number of queries, e.g., Andriushchenko et al. [2020]; Bai et al. [2020]; Ilyas et al. [2018].

3 KEY IDEA: PROGRAM SYNTHESIS FOR ADVERSARIAL ATTACKS
In this section, we present our key idea for designing one and few pixel attacks: relying on program synthesis. We begin by describing the advantages of leveraging program synthesis for our problem, then discuss the challenges, and finally present adversarial programs.

Advantages. Program synthesis combines several unique advantages that make it suitable for our problem. First, it is a learning algorithm and thus, after the initial training, it can compute the desired output with a lower number of queries, compared to existing attacks. This is novel compared to existing attacks, which do not generalize from previous inputs and rely on other techniques, such as differential evolution [Das and Suganthan 2011; Storn and Price 1997] or random search [Karnopp 1963]. Second, it is suitable for learning concepts that are not differentiable, like one and few pixel attacks. Third, it enforces a rigid structure and thus must generalize within its language. Thereby, it is forced to identify the most vulnerable characteristics of the network. As a by-product of this structure, programs provide a high-level description of the network’s weaknesses. For example, a program can identify that, for a certain network, perturbations in the center of the image are more likely to create successful adversarial examples, while for another network, perturbations of pixels with high RGB values are less likely to create successful adversarial examples. An interpretable structure can increase the confidence of users in the network, as well as provide guidelines for retraining the network to be more robust to attacks. Several adversarial attacks provide an easy-to-understand descriptions of a network’s weaknesses (e.g., Casper et al. [2021]; Wang et al. [2022]), however, none focuses on one or few pixel attacks. For one pixel attacks, two works propose a post-hoc analysis of the network’s weaknesses [Alatalo et al. 2022; Vargas and Su 2020]. While their analysis can draw similar conclusions to those drawn by our adversarial programs, these works do not leverage them to compute new adversarial examples. We note that
the idea of relying on program synthesis to provide an interpretable means to neural networks has been proposed by prior work [Hein et al. 2018; Verma et al. 2018], however, none focuses on adversarial attacks.

**Challenges.** Despite the advantages, program synthesis is not easily amenable to one and few pixel attacks because of several challenges. Some challenges are common for program synthesis tasks, while others are unique to one and few pixel attacks. The first challenge is to identify a small yet expressive domain-specific language (DSL) for the programs. While this challenge is very common in program synthesis tasks, it is especially challenging for adversarial attacks, because they are not typically computed using programming language constructs. The second challenge is identifying an efficient search algorithm to find a program in this DSL. This is also a common challenge, but because neural networks and their inputs range over real-valued numbers, the challenge is more complex. The third challenge is that the program synthesizer cannot simply search over a standard space of arithmetic expressions, conditions, and loops depending on the input. This is because the synthesized program must generate multiple candidate adversarial examples and submit them to the network until finding a successful candidate. Further, since the program’s execution depends on the network’s output for the candidate examples, the search space is not easily amenable to pruning as common in standard program synthesis tasks, where programs adhere to a partial-order. The last challenge is general to any algorithm addressing our problem: we aim to balance between conflicting goals: (1) finding a successful adversarial example, (2) minimizing the number of queries, and (3) in few pixel attacks, minimizing the number of perturbed pixels.

**Prioritizing programs.** To cope with the above challenges, we propose to rely on prioritizing programs. A prioritizing program considers every possible candidate adversarial example, and its goal is to quickly identify a successful candidate by relying on a dynamic prioritization of the candidates. A prioritizing program has a predefined structure, called a sketch [Solar-Lezama 2009], and its missing parts are the conditions defining the prioritization. Namely, the task of identifying a suitable DSL and a search algorithm is relevant only for instantiating these conditions. A prioritizing program also simplifies the challenge of handling the conflicting goals: it is guaranteed to find a successful adversarial example (if exists), and its goal is thus to minimize the number of queries. We begin by focusing on one pixel attacks, thereby ignoring the goal of minimizing the number of perturbed pixels. In Section 5, we explain how to extend our approach for few pixel attacks.

**Program synthesis of prioritizing programs.** Based on this idea, we rephrase our problem as a synthesis task. We are given a sketch of a prioritizing program for one pixel attacks and a DSL of conditions to complete the sketch. The synthesis task is to complete the sketch for a given network, such that when the program is invoked on new images, the number of queries posed to the network is minimal. As common in program synthesis and learning tasks, we assume a training set to guide the synthesizer, consisting of pairs of images and their true classes. We further assume a test set to evaluate the number of queries posed on new inputs. Note that unlike common synthesis tasks, where the synthesized program is checked by a user or a solver, a prioritizing program is correct-by-construction. Instead, its goal is to reduce the number of queries posed to the network. We next define it formally.

**Definition 3.1 (Synthesis of Prioritizing Programs).** Let $P$ be a program sketch of a prioritizing program for one pixel attacks and $L$ a DSL to complete $P$. Given a classifier $N$ and training and test sets $D_{Tr}, D_{Ts}$, the goal of the synthesis is to complete $P$ based on $N$ and $D_{Tr}$ such that the synthesized program minimizes the number of queries posed to $N$ when evaluated on $D_{Ts}$.
4 PRIORITIZING ADVERSARIAL PROGRAMS

In this section, we present the space of prioritizing programs we propose for one pixel attacks. We begin with defining the space of programs by defining a program sketch. We then present the language of conditions to instantiate the sketch.

4.1 A Sketch for One Pixel Attacks

In this section, we present our program sketch for computing one pixel attacks with a minimal number of queries. At a high-level, the flow of our sketch is as follows. It begins by initializing a priority queue with all possible location-perturbation pairs. Then, while the queue is not empty, it pops the first pair, perturbs the image accordingly, and submits to the network. If the perturbed image is a successful adversarial example, it returns this pair. Otherwise, it reorders the closest pairs to this (failed) pair. Some pairs are pushed to the back of the queue, and some pairs are conceptually pushed to the front of the queue by eagerly checking them. We next provide details.

**Location-perturbation pairs.** The complete space of perturbations is infinite, because every pixel’s RGB channel can be perturbed to any value in [0, 1]. Even if we assume a finite computer representation, the number of possible perturbations is still too high for our sketch to explicitly maintain all possible location-perturbation pairs. Instead, we adopt the insight of Croce and Hein [2019] and Croce et al. [2022], who show that the vast majority of successful one and few pixel adversarial examples can be defined by a perturbation corresponding to one of the eight corners of the RGB color cube. Thus, we focus on perturbations in which every RGB channel is 0 or 1. In total, the number of possible location-perturbation pairs is \(8 \cdot d_1 \cdot d_2\), where \(d_1 \cdot d_2\) is the number of pixels. In Section 5, we extend our sketch to support finer granularity perturbations.

**Distances over pairs and closest pairs.** As described, the sketch iteratively pops a pair from the location-perturbation queue, and if its corresponding perturbed image is not a successful adversarial example, the sketch reorders its closest pairs. We define closest pairs with respect to two distance metrics over the pairs: one for the location and another for the pixel value. The distance between two pixels \(p\) and \(r\) is their \(L_\infty\) distance: \(||l_1 - l_2||\triangleq\max\{|l_1 - l_2|, |j_1 - j_2|\}\). The distance between two pixels \(p_1 = (r_1, g_1, b_1), p_2 = (r_2, g_2, b_2) \in [0, 1]^3\) is their \(L_1\) distance: \(||p_1 - p_2|| \triangleq |r_1 - r_2| + |g_1 - g_2| + |b_1 - b_2|\). Given a pixel \(p\) and the set \(S = \{0, 1\}^3\) consisting of all eight corners of the RGB cube, the farthest pixel in \(S\) is the pixel \(p_1\) maximizing the pixel distance from \(p\). Similarly, the second farthest pixel in \(S\) is the next pixel maximizing the pixel distance from \(p\), and so on. We next define the closest pairs. Given the queue of location-perturbation pairs \(L\) and the last pair \((l, p)\) that has been popped (i.e., it is not in \(L\)): (1) the closest pairs with respect to the location are all pairs in \(L\) whose location distance from \((l, p)\) is 1 and their perturbation is \(p\), and (2) the closest pair with respect to the perturbation is the next pair in \(L\) whose location is \(l\).

**Conditions for reordering.** Since there are two kinds of closest pairs and a pair can be pushed back or front, our sketch has four conditions. The goal of the conditions is to identify similarities between the failed pair and its closest pairs. Each condition can express a different kind of similarity, and thus some closest pairs are pushed back and others are pushed front. The conditions are defined over pixel locations, pixel values and the network’s output for the failed pair (as described in Section 4.2).

**One pixel attack sketch.** We now present our sketch, depicted in Algorithm 1. The sketch takes as input a classifier \(N\), an image \(x\), and its true class \(c_x\). It outputs a location-perturbation pair that corresponds to a successful adversarial example or \(\perp\), if there is no such pair. The sketch begins by initializing a priority queue \(L\) with all the possible location-perturbation pairs by the following order. The primary order of the pairs is by the pixel distance from the corresponding pixel in
Algorithm 1: OnePixelSketch($N, x, c_x$)

**Input**: A neural network classifier $N$, a colored image $x \in [0, 1]^{d_1 \times d_2 \times 3}$ and its true class $c_x$.

**Output**: A location and perturbation of a successful adversarial example or ⊥.

1. $L = \text{initialize}()$
2. while $L \neq \emptyset$ do
   3. $(l, p) = \text{pop}(L)$
   4. if $\text{argmax}(N(x[l \leftarrow p])) \neq c_x$ then return $(l, p)$
   5. if $[B_1]$ then pushBack($L, \text{closest}_\text{loc}(l, p)$)
   6. if $[B_2]$ then pushBack($L, \text{closest}_\text{pert}(L, l)$)
   7. locQ = pertQ = [(l, p)]
3. while locQ ≠ ∅ or pertQ ≠ ∅ do
   4. while locQ ≠ ∅ do
      5. $(l', p') = \text{pop}(\text{locQ})$
      6. if $[B_3]$ then
         7. for $(l'', p'') \in \text{closest}_\text{loc}(l', p')$ do
            8. remove($L, (l'', p'')$)
            9. if $\text{argmax}(N(x[l'' \leftarrow p''])) \neq c_x$ then return $(l'', p'')$
         10. locQ = locQ :: [(l'', p'')]
         11. pertQ = pertQ :: [(l'', p'')]
   12. while pertQ ≠ ∅ do
      13. $(l', p') = \text{pop}(\text{pertQ})$
      14. if $[B_4]$ then
         15. for $(l'', p'') \in \text{closest}_\text{pert}(L, l')$ do
            16. remove($L, (l'', p'')$)
            17. if $\text{argmax}(N(x[l'' \leftarrow p''])) \neq c_x$ then return $(l'', p'')$
         18. locQ = locQ :: [(l'', p'')]
         19. pertQ = pertQ :: [(l'', p'')]
   20. return ⊥

$x$, from the farthest to the closest. That is, the first $d_1 \cdot d_2$ pairs have the farthest perturbation, the next $d_1 \cdot d_2$ pairs have the second farthest perturbation, and so on. A secondary order sorts the pairs by the pixel location, from the center of the image to the boundaries. For example, the first $d_1 \cdot d_2$ pairs are sorted by the location. We remind that we assume a black-box access to the classifier and thus we consider a prioritization relying only on the pairs’ location and perturbation. However, if one considers a white-box access or additional networks, our prioritization can leverage images’ semantic features (e.g., the features considered by Bhattad et al. [2020] and Hosseini and Poovendran [2018]) or the classifier’s gradients (e.g., for computing adversarial saliency maps as proposed by Papernot et al. [2016] and Wiyatno and Xu [2018]). After the initialization, the sketch enters its main loop, which continues until $L$ is empty. At each iteration, a location-perturbation pair $(l, p)$ is popped from $L$. Then, its corresponding adversarial example is generated. The adversarial example, denoted $x[l \leftarrow p]$, is identical to $x$ except that at location $l$ it has value $p$. This example is submitted to $N$. If its classification is not $c_x$, the pair $(l, p)$ is returned. Otherwise, its closest pairs...
are reordered based on four conditions (to be synthesized). The goal of the first two conditions is to identify pairs whose corresponding adversarial examples are likely to be unsuccessful, and thus these pairs are pushed to the back of the queue. Similarly, the last two conditions identify pairs whose corresponding adversarial examples are likely to be successful and are thus conceptually pushed to the front. If the first condition is true, all closest pairs with respect to the location are pushed back (Line 5). If the second condition is true, the closest pair with respect to the perturbation is pushed back (Line 6). The sketch continues by identifying pairs to conceptually push to the front of $L$. This part is different from the previous reordering: it is defined iteratively and it eagerly checks pairs. It has two conditions, one for reordering the closest pairs with respect to the location and another one for reordering the closest pair with respect to the perturbation. If a condition is satisfied, then for every closest pair, a candidate adversarial example is generated and submitted to $N$. If a candidate is successful, its pair is returned. Otherwise, this process repeats for the closest pairs of this pair. Technically, this part begins by initializing a queue $\text{locQ}$, for the closest pairs with respect to the location, and $\text{pertQ}$, for the closest pairs with respect to the perturbation. Both queues are initialized with the (failed) pair $(l, p)$. While the queues are not empty, a (failed) pair is popped from one of the queues (first from $\text{locQ}$ and, after it becomes empty, from $\text{pertQ}$). Then, if a condition is satisfied, its closest pairs are eagerly checked. That is, every closest pair is removed from $L$ and its corresponding example is submitted to $N$. If it is a successful adversarial example, the pair is returned. Otherwise, this process repeats for the closest pairs of this pair. Technically, this part begins by initializing a queue $\text{locQ}$, for the closest pairs with respect to the location, and $\text{pertQ}$, for the closest pairs with respect to the perturbation. Both queues are initialized with the (failed) pair $(l, p)$. While the queues are not empty, a (failed) pair is popped from one of the queues (first from $\text{locQ}$ and, after it becomes empty, from $\text{pertQ}$). Then, if a condition is satisfied, its closest pairs are eagerly checked. That is, every closest pair is removed from $L$ and its corresponding example is submitted to $N$. If it is a successful adversarial example, the pair is returned. Otherwise, this process repeats for the closest pairs of this pair.
Illustration. Figure 1 illustrates the operation of our sketch. The inputs are a network \( N \), a \( 3 \times 3 \) colored image \( x \), and its true class \( c_x \) (Figure 1(a)). The priority queue \( L \) is initialized with all location-perturbation pairs, a pair for each location and a corner of the RGB cube (Figure 1(b)). The first nine pairs in \( L \) have the farthest perturbation from their corresponding pixel in \( x \), and they are ordered by their distance from the center of the image. The next nine pairs in \( L \) have the second farthest perturbation from their corresponding pixel, and they are ordered by their distance from the center of the image. An iteration of the main loop pops a pair from \( L \) (Figure 1(c)) and submits the corresponding adversarial example to \( N \) (Figure 1(d)). If the example is not successful, it pushes to the back or front of the queue \( L \) (Figure 1(e)) or perturbation (Figure 1(f)). This is determined by a condition for each case. Figure 1(g) and Figure 1(h) show a push back to the closest pairs with respect to the location and perturbation.

Advantages. Our sketch has several advantages. First, it is guaranteed to find a successful adversarial example, among the possible location-perturbation pairs, if it exists. This is because every pair in the queue \( L \) is removed just before its corresponding example is submitted to the network. Second, the sketch has the flexibility of identifying whether a pair should be checked immediately or after other pairs. Third, an instantiated sketch provides insights in a high-level language about the robust and weak characteristics of the network.

4.2 The Condition Language

In this section, we describe the language of the sketch’s conditions. We begin with a motivation for our language, then present its grammar and finally demonstrate its expressiveness.

Motivation. Our language consists of conditions over pixel locations, pixel values, and the network’s output, which is all the information our adversarial programs have because of the black-box setting. The language leverages insights of prior works, providing a post-hoc analysis of the network’s weaknesses for one pixel attacks [Alatalo et al. 2022; Vargas and Su 2020]. Alatalo et al. [2022] focus on medical imaging classifiers and analyze chromatic and spatial distributions of one pixel adversarial examples, successful and unsuccessful. They discretize the possible RGB values, and check whether each possibility leads to a successful one pixel adversarial example, over a given classifier and a set of images. They summarize the results and reach several conclusions. First, perturbing pixels close to the center of the image is more likely to lead to successful adversarial examples. Thus, our language includes a condition over the distance of a pixel location to the center of the image. Alatalo et al. [2022] also observe that changing a dark pixel, within a dark spot, sometimes leads to successful adversarial examples. Inspired by this observation, our language supports conditions requiring high or low values of the minimum, maximum and average of the RGB values. For example, to express a condition satisfied by very dark pixels, we can require that the maximum value is lower than a very small number. To express a condition satisfied by very bright pixels, we can require that the minimum value is greater than a very high number. We note that we experimented with conjunctions and disjunctions over these conditions, but observed that due to overfitting they performed worse. We also note that Alatalo et al. [2022] show that successful adversarial examples are typically obtained by pixels whose value is very far from nearby pixels. However, we do not introduce a condition for this case, because our initial ordering generalizes this property: it first considers all farthest perturbations, then the second farthest and so on. Vargas and Su [2020] focus on CIFAR-10 classifiers and provide a locality analysis. They show that nearby pixels have a similar level of vulnerability. Our language thus supports a condition that compares the difference in the network’s confidence in the true class before and after the perturbation to a given number. For example, to express a condition satisfied by highly vulnerable pixels, we can require that this difference is greater than a high number. To express a condition satisfied by robust
pixels, we can require that this difference is lower than a small number. That is, if \([B_3]\) or \([B_4]\) are
instantiated with a condition requiring a high difference, satisfied by vulnerable pixels, the closest
pairs are immediately checked. Similarly, if \([B_1]\) or \([B_2]\) are instantiated with a condition requiring
a low difference, satisfied by robust pixels, the closest pairs are pushed to the back of the queue.

**Grammar.** Figure 2 shows the grammar of our condition language. A condition \(B\) is an inequality
constraint over a function \(F\) and a real number \(r\). A function \(F\) is: (1) \(\text{max}, \text{min}, \) or \(\text{avg}\) over a pixel \(p \in [0, 1]^3\), (2) \(\text{score}_\text{diff}\) that given two output vectors \(N(x_1), N(x_2)\) and a class \(c'\) returns the
difference between \(N(x_1)_{c'}\) and \(N(x_2)_{c'}\), and (3) \(\text{center}\) that given a location \(l \in [d_1] \times [d_2]\) returns
the location distance from the center of the image.

**Example.** As an example, consider the conditions synthesized for one of our adversarial programs:
- \([B_1]\): \(\text{score}_\text{diff}(N(x), N(x[l \leftarrow p]), c_x) < 0.21\),
- \([B_2]\): \(\text{max}(x_l) > 0.19\),
- \([B_3]\): \(\text{score}_\text{diff}(N(x), N(x[l \leftarrow p]), c_x) > 0.25\),
- \([B_4]\): \(\text{center}(l) < 8\).

The first condition leads to pushing to the back of the queue nearby pixels if the confidence
difference is below 0.21, while the third condition leads to pushing to the front nearby pixels if the
confidence difference is above 0.25. The second condition leads to pushing to the back of the queue
the next pair in the queue with the same location if the pixel at \(x_l\) has an RGB channel that is above
0.19 (i.e., it is not very dark). The last condition leads to pushing to the front the next pair with the
same location if the (failed) pair is close to the center of the image (the \(L_\infty\) distance is at most 7).

5 OPPSLA: A SYNTHESIZER FOR ONE PIXEL PROGRAM SKETCH FOR ATTACKS

In this section, we present OPPSLA, our synthesizer for instantiating the sketch presented in
Section 4.1 with conditions over the language presented in Section 4.2. OPPSLA relies on a stochastic
search, inspired by the Metropolis-Hastings algorithm [Chib and Greenberg 1995], that supports our
typed conditions and unique scoring. Our scoring does not count successes, but rather the number
of queries until reaching the successes. We begin with a background on Metropolis-Hastings and
then introduce our adaptations. Afterwards, we introduce our extensions to support few pixel
attacks and finer granularity perturbations.

**The Metropolis-Hastings (MH) algorithm.** The MH algorithm is a sampling algorithm based on
Markov Chain Monte Carlo (MCMC) [Andrieu et al. 2003]. Similarly to other stochastic searches,
e.g., random search [Karnopp 1963] and genetic search [Koza 1994], MH samples candidates based
on a learned distribution over the search space. The learned distribution, updated based on the
chosen candidates, provides an efficient guidance to find optimal solutions. The goal of MH is to
effectively obtain random samples from a probability distribution that is difficult to directly sample.
Instead, MH relies on a score function $S : P \rightarrow \mathbb{R}$, mapping a candidate solution to a real-valued score. The advantage of MH is that it only requires the score function to be proportional to the probability density of the true probability distribution. MH operates iteratively. It begins from a random candidate $p$. At every iteration, it defines the next candidate $p'$ by mutating the current candidate $p$. It keeps (accepts) $p'$ with a probability determined by comparing the scores of $p$ and $p'$. If it keeps $p'$, it sets $p = p'$. Generally, MH is unaware of structures posed on the possible solutions (e.g., typed expressions). However, prior works leverage MH even for structured search spaces by enforcing the allowed structure by other means. Schkufza et al. [2013] leverage MH for loop-free binary superoptimization and enforce well-typed expressions by mutating a binary as follows: an operand is replaced by an operand and an operator is replaced by an operator. Their score function is based on the candidate’s correctness (i.e., whether it is equivalent to the original binary) and performance. Thereby, their scoring enables MH to converge to a correct and more efficient binary. Goodman et al. [2008] leverage MH for analysis of human concept learning, where the search space is defined by first-order logical formulas. To enforce the structure of a formula when mutating a candidate, they represent formulas as parse trees and mutate node by node, based on their grammar. Their score function is the likelihood that the formula is evaluated to true for the observed examples, while considering the probability that some observed examples are outliers.

Our stochastic search. We design a stochastic search, inspired by MH, to synthesize conditions for our sketch. Our search space is the space of all programs that instantiate our sketch. We represent a program in this space as an abstract syntax tree, similarly to Gulwani et al. [2017], but only over the four conditions. The root is the program $p$ and it has four children, one for each condition. Each condition node has two children, one for the function $F$ and one for the number $r$. Figure 3 illustrates this tree. Given a program $p$, a mutation is computed by mutating its tree. A tree mutation begins by randomly picking a node (the root, a condition, a function or a real number), and mutating all nodes in its subtree. Each node (except the root) is replaced based on its respective grammar rule to guarantee that the overall condition is well-typed. Consequently, the mutated tree corresponds to a well-typed program in our search space. Figure 4 shows an example of a mutation.

The score function. We next define our score function. Recall that by construction, every instantiation of our sketch is guaranteed to find a successful adversarial example, if exists. The goal is to find such example with a minimal number of queries. Thus, we define the score function based on the average number of queries over a given training set. Formally, given a program $p$, its score is computed by first executing $p$ on the classifier $N$ and every pair of an image and its true class in the given training set. Let $\overline{Q}_p$ be the average number of queries submitted to $N$ by $p$ for inputs for which
Fig. 4. An example of a tree and a mutated tree.

$p$ finds a successful adversarial example (we ignore inputs for which $p$ does not find a successful example, because their number of queries is fixed). Then, our score is $S(p) = \exp(-\beta \cdot \overline{Q}_p)$, for $\beta \in \mathbb{R}^+$. Since $\overline{Q}_p \geq 0$, this is a positive, monotonically decreasing function. The maximal score is 1 and it is obtained for $\overline{Q}_p = 0$ (which is infeasible, since any program submits at least one query).

The algorithm of OPPSLA. Algorithm 2 presents OPPSLA. It takes as input a classifier $N$ and a training set $D_{Tr}$, consisting of pairs of images and their true classes. It returns an adversarial program. OPPSLA begins with a random program $p$, computed by instantiating our sketch with random well-typed conditions. It then computes the average number of queries of $p$ by executing $p$ on $N$ and every pair in $D_{Tr}$, and counting the number of queries posed for inputs for which $p$ returns a successful adversarial example. Accordingly, the score $S_p$ is computed. Then, OPPSLA begins a loop for MAX_ITER iterations (a hyper-parameter). An iteration begins by mutating $p$ to define the next program candidate $p'$, as described before. Then, the average number of queries of $p'$ is computed (as described before), and accordingly the score $S_{p'}$ is computed. Then, $p'$ is kept for the next iteration based on the learned distribution. Technically, a random number in $[0, 1]$ is sampled, and if it is smaller than the ratio of the new score and old score, $p$ is set to $p'$. Namely, the smaller the average number of queries of $p'$ compared to $p$, the higher the ratio, and thus the higher the probability of updating $p$ with $p'$. We note that OPPSLA does not require a large training set: few dozens of pairs suffice to synthesize a program posing a low number of queries on average (Section 6). Also, if the training set of the classifier is not available, it is possible to synthesize a training set, for example as suggested by Li et al. [2020]; Papernot et al. [2017]; Zhang et al. [2022].

Few pixel attacks. We next explain how to extend OPPSLA to few pixel attacks. As defined in Definition 2.1, the goal is to compute an attack with a minimal number of queries, a minimal number of perturbed pixels, and with up to $k$ perturbed pixels, where $k > 1$ is a small number. Naturally, the larger the $k$, the higher the success rate of the attack, but the perturbation is more perceptible. Our extension builds on CornerSearch [Croce and Hein 2019], which computes attacks with a minimal number of perturbed pixels, but does not aim to minimize the number of queries. CornerSearch begins by enumerating over all location-perturbation pairs and submits their corresponding examples to the network. It then sorts the pairs by the difference in the network’s confidence in the true class and in the other classes. Next, it iteratively increases the number of perturbed pixels $k' \in \{2, \ldots, k\}$. For each $k'$, it samples $k'$ pairs based on a distribution determined by the confidence difference of the pairs. It repeats the sampling for a fixed number of iterations or until finding a successful adversarial example. OPPSLA is similar to CornerSearch but relies on the prioritization computed by the adversarial program and does not compute all one pixel adversarial examples. Technically, given an adversarial program and inputs $N, x, c_x$, OPPSLA executes the adversarial program until finding a successful candidate or until all pairs in the priority queue have been popped, removed or pushed back. Then, it computes the top-K pairs (K is a hyper-parameter) that have not been
Algorithm 2: OPPSLA \((N, D_T)\)

**Input**: A classifier \(N\) and a training set \(D_T\), consisting of pairs of images and their classes.

**Output**: An adversarial program.

\[ p = \text{random}\_program() \]  // randomly instantiate the sketch

\[ Q_p = 0 \]  // the average number of queries of \(p\)

\[ \text{cnt}_p = 0 \]  // the number of successful adversarial examples generated by \(p\)

for \((x, c_x) \in D_T\) do

  if \(p(N, x, c_x) \neq \bot\) then
  
  \[ Q_p += Q(p, N, x, 1) \]

  \[ \text{cnt}_p += 1 \]

end for \(i = 1\) to MAX_ITER do

  \[ p' = \text{mutate}(p) \]  // pick a node in the tree and mutate its subtree

  \[ Q_{p'} = 0 \]  // the average number of queries of \(p'\)

  \[ \text{cnt}_{p'} = 0 \]  // the number of successful adversarial examples generated by \(p'\)

  for \((x, c_x) \in D_T\) do

    if \(p'(N, x, c_x) \neq \bot\) then

    \[ Q_{p'} += Q(p', N, x, 1) \]

    \[ \text{cnt}_{p'} += 1 \]

  end for

  \[ Q_p /= \text{cnt}_p \]

  \[ S_p = e^{-\beta \cdot Q_p} \]

  if \(\text{random}(0, 1) < \frac{S_{p'}}{S_p}\) then

    \[ p = p' \]

    \[ S_p = S_{p'} \]

end for

return \(p\)

pushed back and maximize the confidence difference. It proceeds as CornerSearch. In Section 6, we show that our extension improves CornerSearch, indicating the effectiveness of our prioritization, determined by the synthesis.

**Finer granularity perturbations.** Our sketch considers as perturbations the eight corners of the RGB color cube. While it is very effective in practice, it sometimes misses successful adversarial examples obtained by other RGB values. We next explain how to extend OPPSLA to support finer granularity perturbations. Given a level \(g\) of granularity, for \(g \in \{0, 1, 2, \ldots\}\), OPPSLA considers for every color channel the values \(0, \frac{1}{2^g}, \frac{1}{2^g}, \ldots, \frac{2^g}{2^g}\). For example, for \(g = 0\), it considers the values \(0, 1\), for \(g = 1\), it considers \(0, \frac{1}{2}, 1\), and for \(g = 2\), it considers \(0, \frac{1}{4}, \frac{1}{2}, \frac{3}{4}, 1\). That is, for granularity \(g\), the number of RGB values is \((2^g + 1)^3\), i.e., every increase of \(g\) increases the number of perturbations exponentially. While one can extend the possible perturbations in the priority queue \(L\), this would result in a very high number of queries to the network, thus defeating the goal of our sketch. Instead, OPPSLA trades off success rate and number of queries and limits the number of pixel locations for which it considers finer granularity perturbations to MAX_G (a hyper-parameter). Thereby, the
number of additional queries posed to the network is bounded by \([2^g + 1)^3 - 8\)\cdot MAX_G. Technically, OPPSLA plants in the priority queue \(L\) a flag and runs the adversarial program, while recording the maximal confidence difference in the true class before and after the perturbation, for each pixel location. When it pops the flag from the queue, it attempts all finer granularity values (excluding the 0, 1 values) for the MAX_G locations with the highest confidence difference. The role of the flag is to check finer granularity perturbations only for pairs that have not been pushed to the back of \(L\).

6 EVALUATION

In this section, we evaluate OPPSLA. We first describe the implementation and the evaluation setup. We then present our experiments that show that (1) OPPSLA obtains a state-of-the-art success rate with significantly fewer queries, (2) our conditions enable to reduce the number of queries, (3) our adversarial programs are transferable, (4) the number of synthesis queries posed to the classifier by OPPSLA is relatively low, (5) integrating OPPSLA in an adversarial training can reduce our attack’s success rate with a minor impact on the classifier’s accuracy, (6) our few pixel attacks require fewer queries, and (7) our finer granularity perturbations slightly improve the success rate.

Implementation and setup. We implemented OPPSLA in Python using Pytorch\(^5\). Our implementation supports GPU parallelization. Experiments ran on an Ubuntu 20.04 OS on a dual AMD EPYC 7742 server with 1TB RAM and eight NVIDIA GeForce RTX 2080 Ti GPUs. The hyper-parameters of Algorithm 2 are \(\beta = 0.4\) and \(\text{MAX\_ITER} = 210\). For few pixel attacks, the top-K is top-100. We evaluate OPPSLA on two image datasets. First, CIFAR-10 [Krizhevsky et al. 2009], consisting of \(32 \times 32 \times 3\) colored images, each is classified as one of ten possible classes. Second, ImageNet [Deng et al. 2009], consisting of \(224 \times 224 \times 3\) colored images, each is classified as one of 1000 possible classes. For CIFAR-10, we use three pre-trained convolutional neural networks: VGG-16-BN [Simonyan and Zisserman 2015] (33.6M parameters, test accuracy 94%), ResNet18 [He et al. 2016] (11.2M parameters, test accuracy 93.07%), and GoogLeNet [Szegedy et al. 2015] (5.5M parameters, test accuracy 92.85%). For ImageNet, we use two pre-trained convolutional neural networks: DenseNet121 [Huang et al. 2017] (8M parameters, test accuracy 74.43%) and ResNet50 [He et al. 2016] (25.6M parameters, test accuracy 76.13%). For every CIFAR-10 network, we run OPPSLA with ten training sets, one for each class, each consisting of 50 images. We evaluate the adversarial programs over CIFAR-10’s test set, consisting of 1000 images for each class (misclassified images are discarded). For every ImageNet network, we run OPPSLA with 11 training sets, each with a different class and consisting of only ten images. We evaluate the adversarial programs over a test set, consisting of 50 images for each class (misclassified images are discarded).

Baselines. We compare OPPSLA to several black-box one pixel and few pixel attacks. The first baseline is One Pixel Attack [Su et al. 2017], which we denote by SuOPA, relying on differential evolution to compute one pixel attacks. Unlike OPPSLA, SuOPA considers every perturbation in \([0, 1]\) (and not only the eight corners of the RGB color cube), and it does not aim to minimize the number of queries. We use the code from Torchattacks\(^6\), with the default hyper-parameters. The second baseline is Sparse-RS [Croce et al. 2022], the state-of-the-art for one pixel and few pixel attacks. It relies on random search. As mentioned, its perturbations are limited to the eight corners of the RGB color cube. We use the authors’ code, with the default hyper-parameters. The third baseline is CornerSearch [Croce and Hein 2019], a few pixel attack minimizing the number of perturbed pixels. It relies on local search and limits its perturbations to the eight corners of the RGB color cube. We use the authors’ code, with the default hyper-parameters.

\(^5\)The code is available at https://github.com/TomYuviler/OPPSLA
\(^6\)https://github.com/Harry24k/adversarial-attacks-pytorch
One pixel attacks: comparison to baselines. We begin by comparing the one pixel attacks of OPPSLA and Sparse-RS on our CIFAR-10 and ImageNet classifiers. For our CIFAR-10 classifiers, we also compare to SuOPA. We let each approach run on all images in the test set. We record the success rate for every number of queries $q \in \{1, 2, \ldots, 10000\}$. We note that the minimal number of queries submitted by SuOPA is 400 (determined by population_size). We also note that for ImageNet classifiers the number of one pixel adversarial examples is over 400000, so our query limit ($q \leq 10000$) is very challenging. Figure 5 shows, for a given maximal number of queries (up to 100, 500, or 10000) and a classifier, the success rate over the test set. For CIFAR-10 classifiers, the results show that OPPSLA significantly outperforms both baselines in terms of computing minimal-query one pixel attacks. In particular, if the number of queries is smaller or equal than 100, OPPSLA success rate is 59% higher than Sparse-RS’s success rate. When the number of queries is a few thousand, the success rate of both baselines comes close to OPPSLA’s success rate. However, OPPSLA’s success rate is still higher. Interestingly, even though SuOPA does not limit the possible perturbations to the eight corners of the RGB cube, its success rate is still lower than OPPSLA’s. For ImageNet classifiers, OPPSLA generally outperforms Sparse-RS. Because the test set is relatively small, the curves are fluctuated, however, the results show that (1) for 10000 queries, OPPSLA’s success rate is 12% higher than Sparse-RS’s success rate, and (2) for a few hundred queries, OPPSLA often has a higher success rate.

Importance of the synthesized conditions. We continue by evaluating the importance of the sketch’s conditions in reducing the number of queries. We compare OPPSLA’s adversarial programs to the
constant program that instantiates the sketch’s conditions with False. That is, the prioritization of the location-perturbation pairs is fixed and determined by the initial ordering. We remind that the success rate of all instantiations is equal. Table 1 presents the results for our CIFAR-10 classifiers, where for each, we consider ten programs, one for each class. The results show that the synthesis significantly lowers the number of queries: the average is lowered by 3x and the median by 2x.

Transferability. Next, we study the transferability of our adversarial programs. Transferability is the ability of an adversarial attack, computed for a particular classifier, to be effective for other classifiers [Demontis et al. 2019; Hashemi et al. 2020; Wei et al. 2022; Zhou et al. 2018]. Transferable attacks are very important as often, in practice, attackers do not have an unlimited access to the attacked network. Instead, they prepare the attack based on a network that they trained by themselves for the same task. To evaluate the transferability of OPPSLA, we let it synthesize programs for one CIFAR-10 classifier and then use these programs to attack another CIFAR-10 classifier. We measure the average number of queries and check whether it remains relatively low (recall that the success rate is independent of the synthesis process). Table 2 reports the results. The diagonal shows the average number of queries when running the programs on the classifiers they are synthesized for (provided as a baseline). The results show that the programs synthesized for VGG-16-BN and ResNet18 are transferable with only a small increase to the number of queries. The program synthesized for GoogLeNet requires more queries for the other classifiers, however, the number of queries remains very small. We demonstrate this in Figure 6, showing for each target classifier, five approaches: the two baselines and the adversarial programs of each classifier. The results show that while, naturally, the best approach is to use the adversarial programs computed for the target classifier, the other adversarial programs obtain very close success rates given the same number of queries. In contrast, SuOPA and Sparse-RS obtain significantly lower success rates. This shows that OPPSLA is transferable, because its programs remain very query-efficient for unknown classifiers. This means that an attacker does not need to run OPPSLA for every classifier, but rather once for every set of classifiers trained for the same task.
Number of queries posed by OPPSLA’s synthesis. We next study how many queries OPPSLA requires to synthesize adversarial programs posing a low number of queries. Naturally, the synthesis process (Algorithm 2) introduces a high number of queries to the classifier. However, it runs once for a given classifier and a training set, and afterwards the user may invoke the adversarial program on as many images or classifiers (trained for the same task) as she wishes. In this experiment, we let OPPSLA synthesize an adversarial program for the VGG-16-BN classifier and a training set consisting of 50 images of the class *Airplane*. We limit OPPSLA to pose up to 1000000 synthesis queries to the classifier. During OPPSLA’s synthesis process, we record the intermediate (accepted) programs $p$ and the number of iteration in which they are generated. Then, we run each program on a test set consisting of 1000 *Airplane* images and measure the average number of queries. We compare these programs to the constant program whose conditions are $\text{False}$ and its prioritization is thus fixed. That is, we compare to a baseline which does not require any synthesis queries. Figure 7 shows the average number of queries (on the test set) as a function of the number of synthesis queries posed until generating the program $p$ (left) and as a function of the number of iterations (right). Results show that already with ~50000 synthesis queries, posed during six iterations, OPPSLA reduces the average number of queries by 2.7x compared to the constant program. Afterwards, more synthesis queries and iterations generally lower the average number of queries, but by up to 0.8%. We note that allowing more synthesis queries shows the same trend, which is why we focus, in this experiment, on up to 1000000 synthesis queries. We further note that the meaning of 50000 synthesis queries, in six iterations, on a training set of 50 images implies an average of 1000 queries per image over all six iterations run by Algorithm 2. This is about 2% of the maximum number of queries which can be posed in six iterations, since the maximal number of queries for each image in every iteration is 8192.

Adversarial training. We continue by studying OPPSLA’s performance on classifiers trained to be robust. In this experiment, we consider two approaches to increase the robustness of the VGG-16-BN classifier. First, we employ randomized ablation [Levine and Feizi 2020], which increases

Fig. 6. Success rate of the transferred programs, compared to the original program and the baselines.

Fig. 7. Number of queries as a function of the number of synthesis queries (left) and iterations (right).
robustness to few pixel adversarial attacks. Randomized ablation employs smoothing during training and inference as follows. Given an input image, several variants are generated, each darkens a different set of pixels. All variants are submitted to the classifier, and the input’s classification is the majority vote. For the training and inference, we rely on the authors’ code. For OPPSLA’s adversarial programs, we generate the variants upon each query to the classifier and determine the classification by the majority vote. Second, we consider an adversarial training based on our approach, defined as follows: (1) it runs OPPSLA on the original classifier, (2) it executes the resulting adversarial program on 2000 training inputs (200 of each class), (3) it adds the resulting adversarial examples to the training set, and (4) it retrains the classifier for 30 more epochs. Figure 8 (left) shows the accuracy of the three classifiers. It shows that our adversarial training leads to a minor decrease in the classifier’s accuracy, in contrast to the other robust classifier. Next, we run OPPSLA on the original classifier and on both robust classifiers. Figure 8 (middle / right) shows, for a given maximal number of queries, up to 100 / 10000, the success rate over the test set. Results show that our adversarial training reduces our attack’s success rate by 56% / 48% compared to our attack’s success rate on the original classifier. Random ablation reduces our attack’s success rate by 74% / 64%, compared to the original classifier. However, it comes with a cost: it reduces the classifier’s accuracy by 22%, while our approach for adversarial training only reduces it by 1%.
Few pixel attacks. Next, we compare the few pixel attacks of OPPSLA and CornerSearch [Croce and Hein 2019], on which OPPSLA builds. We run both approaches on the ResNet18 classifier, for different bounds on the number of perturbed pixels $k \in \{2, \ldots, 20\}$. Figure 9 shows the success rate as a function of the number of queries (left) and as a function of the bound $k$ (right). The results show that, given a large number of queries, the success rates of both approaches are similar, regardless of the bound on the number of perturbed pixels. However, OPPSLA computes few pixel attacks with 4.7x fewer queries. This demonstrates the effectiveness of our dynamic prioritization.

Finer granularity perturbations. Lastly, we study OPPSLA’s performance given perturbations of finer granularity than the eight corners of the RGB cube. We run OPPSLA with $g \in \{1, 2, 3\}$ and $\text{MAX}_G \in \{1, 5, 10\}$ for the VGG-16-BN classifier. Figure 10 shows the success rate and the average number of queries as a function of $g$ and $\text{MAX}_G$. Results show that the success rate slightly improves, by less than 1%. As expected, the number of queries increases when increasing $g$ and $\text{MAX}_G$.

7 RELATED WORK

In this section, we discuss the closely related work.

$L_0$ attacks. Several works present one and few pixel attacks as well as general $L_0$ attacks, in a black-box setting. Su et al. [2017] design a one pixel attack based on differential evolution. In parallel, Narodytska and Kasiviswanathan [2017] propose to rely on random search to compute one and few pixel attacks. CornerSearch [Croce and Hein 2019] is a few pixel attack minimizing the number of perturbed pixels using local search. Sparse-RS [Croce et al. 2022] relies on random search to compute few pixel attacks, for a given number of perturbed pixels, which minimizes the number of queries posed to the network. Other kinds of $L_0$ attacks aim to minimize the number of perturbed pixels. Pointwise [Schott et al. 2019] minimizes the $L_0$ norm by finding a large noise causing a misclassification and then iteratively unperturbs pixels as long as the misclassification remains. Pixle [Pomponi et al. 2022] generates adversarial examples by rearranging a small number of pixels using random search. Other kinds of attacks minimize the $L_0$ norm and another metric (e.g., $L_\infty$) to make the perturbations less visible [Croce and Hein 2019; Nguyen-Son et al. 2021]. Several works propose white-box $L_0$ attacks. GreedyFool [Dong et al. 2020] selects the most effective candidate positions for perturbation and iteratively removes the less effective perturbations. JSMA [Papernot et al. 2016] relies on saliency maps to select the most effective pixels for perturbation. Croce and Hein [2019] propose a white-box attack that projects the adversarial noise generated by the PGD attack [Madry et al. 2018] onto the $L_0$-ball. Carlini and Wagner [2017] propose an iterative algorithm to identify pixels with a larger effect on the classifier’s output based on an $L_2$ attack.

Universal adversarial attacks. A universal adversarial attack, introduced by Moosavi-Dezfooli et al. [2017], computes a general perturbation whose goal is to cause a misclassification when
added to any input. The first universal attack computes the general perturbation by iteratively accumulating perturbations defined by every input in a given dataset. Other attacks rely on singular vectors [Khrulkov and Oseledets 2018] or Generative Adversarial Networks (GANs) [Hashemi et al. 2020; Mopuri et al. 2018]. Other works propose universal attacks that can be physically executed by stickers or patches [Brown et al. 2017; Casper et al. 2021; Liu et al. 2020; Zolfi et al. 2021]. Zhang et al. [2021] provides a survey on universal attacks. Our adversarial programs can be viewed as a customized universal attack. Like universal attacks, we rely on a precomputation (synthesis) phase to compute the attack (the program), and afterwards there is no costly optimization process for every new input. Unlike existing universal attacks, our adversarial programs do not rely on a constant perturbation, but rather they customize it for every given input.

Query-efficient attacks. Several black-box attacks minimize the number of queries to the network. Square Attack [Andriushchenko et al. 2020] proposes $L_2$ and $L_\infty$ attacks generated by localized squared perturbations randomly selected. NP-Attack [Bai et al. 2020] proposes an $L_\infty$ attack utilizing high-level image structure information to model the distribution of adversarial examples efficiently. Ilyas et al. [2018] propose an $L_\infty$ attack based on Natural Evolutionary Strategies (introduced by Wierstra et al. [2008]). Li et al. [2018] leverage active learning to minimize the number of queries.

Program synthesis. OPPSLA builds on the sketch technique [Solar-Lezama 2009], which restricts the program space by a predefined template, and the synthesizer’s goal is to complete the missing parts. Sketch has been shown to be successful in a variety of applications including code completions [Raychev et al. 2014], arithmetic and sorting programs [Srivastava et al. 2013], entity matching rules [Singh et al. 2017], lists manipulation [Feser et al. 2015] and reinforcement learning policies [Verma et al. 2018]. OPPSLA reliably on the Metropolis-Hastings algorithm to synthesize boolean conditions for the sketch. Prior works for synthesizing conditional expressions rely on divide-and-conquer [Alur et al. 2017; Ferdowsifard et al. 2021], general decidable refinement types [Polikarpova et al. 2016], unification constraints [Alur et al. 2015], and goal graphs [Albarghouthi et al. 2013].

8 CONCLUSION

We presented OPPSLA, a synthesizer for generating adversarial programs for one and few pixel attacks. Our key insight is to identify a program sketch for one pixel attacks, checking the possible candidate adversarial examples according to a dynamic prioritization. The dynamic prioritization is determined by conditions, synthesized for a given network and a training set. OPPSLA completes the sketch such that the resulting program minimizes the number of queries on the training set. To this end, it employs a stochastic search, inspired by the Metropolis-Hastings algorithm, that synthesizes well-typed conditions and considers a score function evaluating candidate programs by their average number of queries. We show how to extend OPPSLA to support few pixel attacks and finer granularity perturbations. We evaluate OPPSLA on several CIFAR-10 and ImageNet classifiers and compare it to existing attacks. Results show that OPPSLA obtains a state-of-the-art success rate with significantly fewer queries. For example, given a 100 query limit, its success rate on CIFAR-10 classifiers is 59% higher than the success rate of the current state-of-the-art. We demonstrate that our adversarial programs are transferable to other classifiers, with a small increase to the number of queries. We also show that the dynamic prioritization of the adversarial programs, determined by the synthesized conditions, improves a prior minimal-perturbation attack. Lastly, we show that finer granularity perturbations enable to slightly improve the success rate, but require more queries.
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